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1Martin-Löf Type Theory and its implementations

Martin-Löf logical framework + type formers (□,Π,Σ, x =A y , . . .)

Γ ⊢ Γ ⊢ A Γ ⊢ A ≡ B

Γ ⊢ t : A Γ ⊢ t ≡ u : A

Idealized metatheory of various proofs assistants:

Practical implementation ; algorithms deciding each judgements



2Formalized Metatheory of Type Theory: Why ?

This talk: A formalization of MLTT in Coq

Logical aspects

▶ Relative consistency

▶ Normalization/Canonicity

▶ Proof-theoretical bounds

Certification aspects

▶ Correctness, completeness and totality of the implemented algorithms



3Formalized Metatheory of Type Theory: State of the art

Metacoq

Assumes normalization

Logical relations for MLTT

Rely on Induction-Recursion Rely on Impredicativity



4Main goal & Hauptsatz

Informally: Normalization of Coq in Coq

Theorem :Typing and conversion are decidable for MLTT

with 1 universe

wrt the theory of Coq

with 1 + 5 universes

.

MLTT with Π, Σ, 0, 1, N, List The theory of Coq: PCUIC

Current gap, indexed inductive types and a hierarchy of universes.
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5Towards decidability

Declarative typing

▶ Free standing conversion rule

Γ ⊢de t : A Γ ⊢de A ∼= B

Γ ⊢de t : B

▶ Conversion mixes arbitrary uses of congruence, computation (β), extensionality
and transitivity steps.

Algorithmic typing (bidirectional)

▶ Conversion constrained to phase changes

Γ ⊢al t ▷ A Γ ⊢al A ∼= B

Γ ⊢al t ◁ B

▶ Conversion guided by the terms: alternating weak-head reduction and syntax
directed congruences/extensionality rules
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6Bridging the gap between declarative and algorithmic

How can we compare the two presentations of MLTT?

Algorithmic → Declarative: Admissibility of algorithmic rules ✓

Declarative → Algorithmic: Need to show that every derivation has a canonical form
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7A logical relation for iterated whnf

A (proof-relevant) predicate

Γ ⊩ A

characterizing types by their
weak head normal form.

For [A] : Γ ⊩ A, 3 predicates:

Γ ⊩[A]A ∼= B

Γ ⊩[A]t : A

Γ ⊩[A]t ∼= u : A

Using small-induction recursion [Hancock et al.] in Coq.
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8Properties of the logical relation

▶ Irrelevance (including universe level)

▶ Equivalence: reflexivity, symmetry, transitivity

▶ Neutral reflection

▶ Closure by anti-reduction

Fundamental lemma: if Γ ⊢de t : A then [A] : Γ ⊩ A and Γ ⊩[A] t : A



93 logical relations in 1

Generic Typing

Logical Relation

Declarative Mixed Algorithmic{



10Engineering aspects

Code: 20k loc (9k spec; 11k proofs)

The formalization rely on

▶ autosubst2 for generating renaming, substitution and their lemmas

▶ Equations

▶ partialfun (T. Winterhalter) for defining and reasoning on the typechecking
algorithm

Tactics:

▶ for discharging typing goals (eauto with typing lemmas)

▶ in order to dispatch the many forms of irrelevance

▶ for instantiating the logical relation with valid substitutions



11Current limitations and future steps

The formalization currently cover

▶ Only one universe

▶ Few (co)inductives: W, Id, M wanted !
Add a scheme for cumulative indexed-inductives ?

▶ And some performance issues to tackle.

A sandbox for experimentations on type theories
and their normalization
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